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Abstract

The widely used BPR volume-delay functions have some inherent draw-
backs. A set of conditions is developed which a “well behaved” volume
delay function should satisfy. This leads to the definition of a new class of
functions named conical volume-delay functions , due to their geometrical
interpretation as hyperbolic conical sections. It is shown that these functions
satisfy all conditions set forth and, thus, constitute a viable alternative to the
BPR type functions.
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Introduction

In most traffic assignment methods, the effect of road capacity on travel times
is specified by means of volume-delay functions t(v) which used to express the
travel time (or cost) on a road link as a function of the traffic volume v. Usually
these functions are expressed as the product of the free flow time multiplied by
a normalized congestion function f(x)

t(v) = t0 · f
(
v

c

)
(1)

where the argument of the delay function is the v/cratio, c being a measure of
the capacity of the road.

Many different types of volume-delay functions have been proposed and used
in practice in the past (for a review article see Branston [1]). By far the most
widely used volume delay functions are the BPR functions (Bureau of Public Roads
[2]), which are defined as

tBPR(v) = t0 ·
(

1 +
(
v

c

)α)
. (2)

With higher values of α, the onset of congestion effects becomes more and more
sudden. This can be seen in Figures 1, a and b, which show the BPR type con-
gestion function

fBPR(x) = 1 + xα (3)

for exponents α=2, 4, 6, 8, 10 and 12. This range of alpha values is also indicat-
ive of the wide range that is used in practice, but note that the values of α are
usually not restricted to integers.

The simplicity of these BPR functions is certainly one reason for their wide spread
use. It is also very convenient that for any value αwe have fBPR(1) = 2, i.e. when
traffic volume equals the capacity, the speed is always half the free flow speed.

Unfortunately, these BPR functions also have some inherent drawbacks, espe-
cially when used with high values of α:

a) While for any realistic set of travel volumes, we can assume that v/c ≤ 1 (or at
least not much larger than 1) this is usually not the case during the first few
iterations of an equilibrium assignment. Values of v/cmay well reach val-
ues of 3, 5 or even more. To illustrate this, the link time of a link with α = 12
and a v/cratio of 3 is increased by a factor of 1+312 = 531443, which means
that every minute free flow time becomes roughly one year of congested
time! These aberrations slow down convergence by giving undue weight
to overloaded links with high α-values and can also cause numerical prob-
lems, such as overflow conditions and loss of precision.
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Figure 1: BPR functions for (A) small and (B) large v/c ratios
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b) For links that are used far under their capacity, the BPR functions, especially
when high values of alpha are used, yield always free flow times independ-
ent of actual traffic volume. To illustrate this, consider again a link with α =
12 and a capacity of 1000. Whether the volume is 0 or 300, the volume
delay function yields exactly the same numeric value (assuming single pre-
cision calculation). Therefore, the equilibrium model will locally degener-
ate to a all-or-nothing assignment, where the slightest change (or error) in
free flow time may result in a complete shift of volume from one path to an-
other path. Also, the solution is no longer guaranteed to be unique on the
level of link flows, since the volume-delay functions are no strictly increasing
functions of the volume any more.

c) Even though the formula of the BPR function is very simple, its evaluation re-
quires the computation of two transcendental functions, i.e. a logarithm
and an exponential function to implement the power xα, which require a
fair amount of computing resources.

Requirements for a Well Behaved Congestion Func-
tion

Are there other types of congestion functions that are not (or are less) subject
to the drawbacks of the BPR functions? If yes, how would such a “designer”
volume-delay function look like? Let us first set forth some conditions these func-
tions need to satisfy:

1. f(x) is strictly increasing. Necessary condition for the assignment to con-
verge to a unique solution.

2. f(0) = 1 and f(1) = 2. These conditions ensure compatibility with the well
known BPR type functions. The capacity is thus still defined as the volume
at which congested speed is half the free flow speed.

3. f ′(x) exists and is strictly increasing. This ensures convexity of the congestion
function - not a necessary, but a most desirable property.

4. f ′(1) = α. α is, similar to the exponent in BPR functions, the parameter that
defines how sudden the congestion effects change when the capacity is
reached.

5. f ′(x) < Mα, where M is a positive constant. The steepness of the conges-
tion curve is limited. This in turn limits also the values of the volume delay
function not to get too high when considering v/c ratios higher than 1, avoid-
ing the problems mentioned in a) above.
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6. f ′(0) > 0. This condition guarantees uniqueness of the link volumes. It also
renders the assignment stable regarding small coding errors in travel time
and distributes volumes on competing uncongested paths proportional to
their capacity.

7. The evaluation of f(x) should not take more computing time than the eval-
uations of the corresponding BPR functions take.

Conditions 1 to 4 hold, of course, for the BPR function and are stated to ensure
compatibility with them. Conditions 5, 6 and 7 are imposed in order to over-
come the BPR functions’ drawbacks a), b) and c) mentioned above.

At least one class of congestion functions exists indeed, as we will show in the
remaining part of this note.

Conical Congestion Functions

Consider an obtuse three-dimensional cone intersected with the two-dimensional
X-Y plane. Figure 2 shows the projection of the cone, as well as one possible res-
ulting hyperbolic section. These hyperbolic cone sections have all the desired
properties and constitute the base for the conical congestion functions, as we
shall name them.

The name “hyperbolic congestion functions” would also be appealing, but it
has been used in the past for functions of the form fHyp = 1/(1−x), see Branston
[1]. Furthermore, this name could lead to confusion with the transcendental hy-
perbolic functions sinh and cosh.

Since the mathematical derivation is quite simple but lengthy and only involves
basic geometry and elementary algebra, we shall simply state the resulting func-
tion and show that it indeed satisfies the conditions 1 to 7 set forth above.

Let the class of conical congestion functions be defined as

fC(x) = 2 +
√
α2(1− x)2 + β2 − α(1− x)− β (4)

where β is given as

β =
2α− 1

2α− 2
(5)

and α is any number larger than 1.

In order to prove that the desired properties hold for fC, we need to evaluate
the the first derivative of fC, which is

fC′(x) = α +
α2(x− 1)√

α2(1− x)2 + β2
. (6)
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Figure 2: Hyperbolic conical sections.

Let us now show, point by point, that the properties 1 to 7 indeed hold for fC:

1. By rewriting fC′ we obtain

fC′(x) = α


1 +

α(x− 1)√
α2(1− x)2 + β2


 . (7)

Using Pythagoras’ theorem, it is easy to see that the second term is strictly
contained between -1 and 1. Thus fC′(x) > 0 and it follows that fC(x) is
strictly increasing.

2. For the function value at x = 0 we obtain fC(0) = 2 +
√
α2 + β2−α−β. Using

(5), it follows that
α2 + β2 = (α + β − 1)2, (8)

which, once substituted under the square root, shows that indeed we have
fC(0) = 1.

3. The existence of fC′(x) has already been shown when proving 1). To show
that fC′(x) is a strictly increasing function, it suffices to show that the second
derivative of fC(x) is strictly positive. The details of this proof are left as an
exercise for the interested reader.
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4. From (7), it follows immediately that fC′(1) = α.

5. Using the same reasoning as used to prove 1), we show that fC′(x) < 2α.
This means that for large v/cratios, the congestion behaves as a quasi-linear
function, with a gradient that approaches but never exceeds twice the
gradient at capacity.

6. Again using (6) and (8), we obtain fC′(0) = α−α2/(α+ β− 1) which can be
developed using (4) to obtain

fC′(0) =
α

2α2 − 2α + 1
>

1

2α
. (9)

7. As for the computation time, we note that the evaluation of fC(x) needs:
2 multiplications, 1 square root and 4 additions. This compares very favor-
ably with the 2 transcendentals, 1 multiplication and 1 addition needed to
compute the BPR type function. Note that for a given value of α, the values
of β and β2 are constants that can be evaluated once ahead of time.

Figure 3, a and b, show the functions fC(x) for values of α=2, 4, 6, 8, 10 and 12.
Note the quasi-linear behavior for x > 1 when comparing Figure 3b to the BPR
functions in Figure 1b. The non-zero gradient of the functions at x = 0 can be
seen clearly.

We implemented both the BPR and the conical volume-delay function using a
little program written in C, in order to compare execution times. The program
was compiled and run on the three major families of micro-computers. The res-
ults in Table I show that the conical functions can be evaluated more efficiently
than the BPR functions, in spite of the apparently more complex formula.

TABLE I: Computational Efficiency

Computer installation Execution time (msec)

CPU / FPU Speed Compiler fBPR(x) fC(x)

NSC 32016/32081 10Mhz BSD 4.2 1.22 .98

Intel 80286/80287 10Mhz MS 5.0 .65 .37

Motorola 68020/68881 17Mhz SVS .13 .09

While, to our best knowledge, the class of conical congestion functions proposed
here constitutes a new approach, it is interesting to note that a very similar func-
tional form was proposed in an unpublished report prepared in the context of a



Spiess: Conical Volume-Delay Functions 8

     0     .2     .4     .6     .8      1

     1

   1.1

   1.2

   1.3

   1.4

   1.5

   1.6

   1.7

   1.8

   1.9

     2

     0     .5      1    1.5      2    2.5      3    3.5      4

     0

   2.5

     5

   7.5

    10

  12.5

    15

  17.5

    20

  22.5

    25

  27.5

    30

Figure 3: Conical functions for (A) small and (B) large v/c ratios
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transportation study for the City of Winnipeg (Traffic Research Corporation [5],
Florian and Nguyen [3]). The functions used in that study can also be interpreted
as conical sections, but they use more parameters and do not, in general, sat-
isfy the conditions we set forth in the preceding section. For Branston [1] , it was
“doubtful whether these functional form could be of more general user” and in
his article he proceeded to show that these should be approximated by BPR-
type functions — a questionable “progress” in the light of our findings.

In a recent transportation study for the City of Basel, Switzerland, the proposed
conical volume-delay functions have been used successfully in practice. A dra-
matic improvement in the convergence of the equilibrium assignment was ob-
served when switching from the previously used BPR functions to the correspond-
ing conical functions, with no practically significant changes in the resulting net-
work flows. This study was carried out using the EMME/2 transportation planning
software (Spiess [4]).

Conclusions

In trying to overcome the known disadvantages of the BPR functions, we have
developed a new class of volume-delay functions, the conical functions. The
interpretation of the parameters used to characterize the specific congestion
behavior of a road link, i.e. capacity c and steepness α, is the same for both
BPR and conical function, which makes the transition to conical functions par-
ticularly simple. Since the difference between a BPR function and a conical
function with the same parameter α is very small within the feasible domain, i.e.
v/c < 1, the BPR parameters can be transferred directly in most cases.

Further research would be needed to develop statistical methods for directly
estimating the parameters of the conical functions, using observed speeds and
volumes.
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Appendix 1: Marginal Cost Functions

(Added August 1997)

When performing system optimum assignments according to Wardrop’s first prin-
ciple, it is necessary to compute the corresponding marginal cost functions. For
a given volume-delay function t(v) the corresponding marginal cost function is
defined as

m(v) = t(v) + v · t′(v)

The marginal cost includes on top of the cost perceived by the traveler himself
t(v) also the increase in cost t′(v) his traveling causes to for all other v travelers
on the same link.

For the BPR function
tBPR(v) = t0 ·

(
1 +

(
v

c

)α)
(10)

the marginal cost is simply

mBPR(v) = t0 ·
(

1 + (α + 1)
(
v

c

)α)
. (11)

For the conical function

tC(v) = t0

(
2− β − α(1− v

c
) +

√
α2(1− v

c
)2 + β2

)
(12)

the marginal cost can be computed using the first derivate

fC′(v) =
t0
c


α+

α2(
v

c
− 1)

√
α2(1− v

c
)2 + β2


 (13)

as

mC(v) = t0


2− β − α(1− v

c
) +

√
α2(1− v

c
)2 + β2 +

v

c


α +

α2(
v

c
− 1)

√
α2(1− v

c
)2 + β2





 .

(14)
After some rearrangements, the above functions can be simplified to

mC(v) = t0


2− β − α(1− 2

v

c
) +

α2(1− v

c
)(1− 2

v

c
) + β2

√
α2(1− v

c
)2 + β2


 . (15)
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The conical volume-delay functions used in practice include sometimes shifts
along the volume axis (e.g. to represent a fixed precharged volume) and also
along the time axes (e.g. to use saturated vs free flow time ratios other than 2).
These variations are represented by the more general formulation

tC(v) = t0

(
γ − α(s− v

c
) +

√
α2(s− v

c
)2 + β2

)
. (16)

In the above formula γ represents a arbitrary shift along the time axis, which for
standard conical functions corresponds to 2− β. The coefficient s, which is 1 for
standard conical functions, can be reduced to s = 1− v0/c, if a part of the link
capacity is taken up by a fixed precharge volume v0 that is not included in the
objective function of the system optimum assignment.

In this more general case, the marginal cost functions can be written as

mC(v) = t0


γ − α(s− 2

v

c
) +

α2(s− v

c
)(s− 2

v

c
) + β2

√
α2(s− v

c
)2 + β2


 . (17)
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Appendix 2: Efficient Coding of Conical Functions
in EMME/2

(Added August 1997)

As conical volume-delay functions are often used with the EMME/2 transporta-
tion planning software (Spiess [4]), it might be useful to show how such functions
can be efficiently implemented as EMME/2 function expressions making use, in
particular, of the intrinsic functions put() and get() to optimize the evaluation
of repeated subexpressions.

The standard formulation (12) for the conical volume-delay function can be im-
plemented in a very general way with the following EMME/2 function definition

fdn = t0*(2-put((put(α)-0.5)/(get(1)-1))-put(get(1)*(1-volau/c))

+sqrt(get(3)*get(3)+get(2)*get(2)))

where the function number n, the free flow time t0 and the function parameter
α have to be replaced by the corresponding sub-expressions.

If, as is most often the case, α is defined as a constant value, there is no need
to compute the values derived from α (such as β = (2α − 1)/(2α − 2), β2 and
γ = 2 − β) each time the function is evaluated. Rather, these values can be
computed once ahead of time, so that the corresponding values are inserted
directly as constants into the function definition. This allows the following, much
more efficient function implementation:

fdn = t0*(γ-put(α*(1-volau/c))+sqrt(get(1)*get(1)+β2))

If the volume-delay function is to take into account a given fixed precharged
volume (e.g. to represent transit vehicles running on the same link), the term
volau in the above formulae must simply be replaced by the sum of the auto
volumes and the precharged volumes, e.g. assuming that the precharged fixed
volumes are stored in the attribute ul1, then volau would have to be replaced
by (volau+ul1).

For performing a system optimum assignment with EMME/2, the standard volume-
delay functions tC(v) must be replaced by the corresponding marginal cost func-
tions mC(v). The following function definition corresponds to formula (15) for the
marginal cost function mC(v):

fdn = t0*(2-put(put(α)*(1-2*put(volau/c)))

-put((get(1)-0.5)/(get(1)-1))

+(get(3)*put(get(1)*(1-get(2)))+put(get(4)*get(4)))

/sqrt(get(5)*get(5)+get(6)))
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Again, if the function parameter α is a constant, the function expression can
be substantially simplified by computing β, β2 and γ once ahead of time and
then inserting the resulting constants directly into the expression. This lead to the
following more efficient implementation for the marginal cost function mC(v):

fdn = t0*(γ-put(α*(1-2*put(volau/c)))

+(get(2)*put(α*(1-get(1)))+β2)/sqrt(get(3)*get(3)+β2))

If the volume-delay function is specified with precharged volumes v0, the formu-
lation of the marginal cost function depend on whether the total travel cost of
the precharged vehicles is considered a part of the system optimum objective
function or not.

In the first case, the marginal cost also includes the increase in travel cost for the
precharged vehicles. i.e. we have

m(v + v0) = t(v + v0) + (v + v0) · t′(v + v0)

As this case corresponds to a simple shift along the volume axis, the above for-
mulae remain still valid, one has simply to replace volau by (volau+ul1) (as-
suming again the precharged volumes v0 are stored in ul1).

However, if the increase in travel costs for the precharged vehicles is not to be
considered in the marginal cost function, i.e.

m(v + v0) = t(v + v0) + v · t′(v + v0)

then we must use s = 1 − v0/c in the general formulation (17). This leads to the
following EMME/2 implementation of the marginal costsmC(v) for general values
of α:

fdn = t0*(2-put(put(α)*(put(1-(volau+ul1)/c)-volau/c))

-put((get(1)-0.5)/(get(1)-1))

+(get(3)*put(get(1)*get(2))+put(get(4)*get(4)))

/sqrt(get(5)*get(5)+get(6)))

Finally, for constant values of α, the following implementation is more efficient,
since it avoids the evaluation of constant sub-expressions for β, β2 and γ:

fdn = t0*(γ-put(α*(put(1-(volau+ul1)/c)-volau/c))

+(get(2)*put(α*get(1))+β2)/sqrt(get(3)*get(3)+β2))


